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Introduction

We consider optimal control problem with free terminal state:

Φ(u) = ϕ(x(t1)) +
∫

T

F (x(t), u(t), t)dt → inf, T = [t0, t1], (1)

ẋ(t) = f(x(t), u(t), t), x(t0) = x0, u(t) ∈ U, t ∈ T, (2)

where x(t) = (x1(t), ..., xn(t)) is a state vector, u(t) = (u1(t), ..., um(t)) is a control

vector.

The set of admissible controls V consists of piecewise continuous functions, which

values belong to compact set U ⊂ Rm. Initial state x0 and control segment T are

given.

Analogously to [1 – 3] the problem (1), (2) is considered under the following

conditions:

1) function ϕ(x) is continuously differentiable on Rn, functions F (x, u, t), f(x, u, t)

and derivatives Fx(x, u, t), Fu(x, u, t), fx(x, u, t), fu(x, u, t) are continuous with re-

spect to assemblage of variables (x, u, t) on the set Rn × U × T ;

2) function f(x, u, t) satisfies the Lipschitz condition with respect to x in Rn ×
U × T , where the Lipschitz constant is L > 0: ‖f(x, u, t)− f(y, u, t)‖ ≤ L‖x− y‖;

3) the family of trajectories of the system (2) is restricted.

These conditions guarantee existing and uniqueness of solution x(t, v), t ∈ T for

the system (2) and for any admissible control v(t), t ∈ T .

Let us form the Pontryagin function with adjoint variable ψ ∈ Rn:

H(ψ, x, u, t) = 〈ψ, f(x, u, t)〉 − F (x, u, t).

For admissible control v ∈ V we designate by ψ(t, v), t ∈ T a solution of the

standard adjoint system

ψ̇(t) = −Hx(ψ(t), x(t), u(t), t), t ∈ T, ψ(t1) = −ϕx(x(t1)),
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where u(t) = v(t), x(t) = x(t, v).

Using mapping

u∗(ψ, x, t) = argmax
u∈U

H(ψ, x, u, t), ψ ∈ Rn, x ∈ Rn, t ∈ T,

the maximum principle for control u ∈ V is represented in the form

u(t) = u∗(ψ(t, u), x(t, u), t), t ∈ T. (3)

The boundary value problem of maximum principle has the following form

ẋ(t) = f(x(t), u∗(ψ(t), x(t), t), t), x(t0) = x0,

ψ̇(t) = −Hx(ψ(t), x(t), u∗(ψ(t), x(t), t), t), ψ(t1) = −ϕx(x(t1)).

In common case right-hand sides of the boundary value problem are discontinuous

with respect to phase variables x, ψ.

1 The improvement boundary value problem

The partial increment of arbitrary vector function g(y1, ..., yl) with respect to vari-

ables ys1 , ys2 , ... can be denoted in the form:

∆ys1+∆ys1 , ys2+∆ys2 , ...g(y1, ..., yl) =

= g(y1, ..., ys1 + ∆ys1 , ..., ys2 + ∆ys2 , ..., yl)− g(y1, ..., yl).

The increment of the cost functional (1) for admissible controls u0, v has the

following form according to the accepted notation:

∆vΦ(u0) = ∆x(t1,v)ϕ(x(t1, u0)) +
∫

T

∆x(t,v), v(t)F (x(t, u0), u0(t), t)dt. (4)

Also we denote ∆x(t) = x(t, v)− x(t, u0).

It’s considered differentiable vector function p(t) = (p1(t), ..., pn(t)) with condi-

tion

p(t1) = −ϕx(x(t1, u0))− q, (5)
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where value q satisfies the following algebraic equation:

〈
ϕx(x(t1, u0)),∆x(t1)

〉
+ 〈q, ∆x(t1)〉 = ∆x(t1,v)ϕ(x(t1, u0)). (6)

Then the increase of terminal part for the functional in (4) can be written as

∆x(t1,v)ϕ(x(t1, u0)) = −〈p(t1),∆x(t1)〉 =

= −
∫

T

d

dt
〈p(t),∆x(t)〉dt =

= −
∫

T

{〈ṗ(t),∆x(t)〉+ 〈p(t),∆x(t,v), v(t)f(x(t, u0), u0(t), t)〉} dt.

Taking into account the obtained correlation we rewrite the increase of functional

(4) as

∆vΦ(u0) = − ∫
T

{〈ṗ(t), ∆x(t)〉+ ∆x(t,v), v(t)H(p(t), x(t, u0), u0(t), t)
}

dt =

= − ∫
T

{〈ṗ(t), ∆x(t)〉+ ∆v(t)H(p(t), x(t, v), u0(t), t)+

+∆x(t,v)H(p(t), x(t, u0), u0(t), t)
}
dt.

(7)

It’s introduced the modified adjoint system for function p(t), which satisfies (5),

(6):

ṗ(t) = −Hx(p(t), x(t, u0), u0(t), t)− r(t), (8)

where the variable quantity r(t) = (r1(t), ..., rn(t)) is defined for every time moment

t ∈ T from the following algebraic equation

〈
Hx(p(t), x(t, u0), u0(t), t), ∆x(t)

〉
+ 〈r(t), ∆x(t)〉 =

= ∆x(t,v)H(p(t), x(t, u0), u0(t), t).
(9)

Then owing to the differential algebraic system (8), (9) for function p(t) with the

initial conditions (5), (6) the increasing formula for (4) is the form:

∆vΦ(u0) = −
∫

T

∆v(t)H(p(t), x(t, v), u0(t), t)dt. (10)
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It’s considered the improvement problem for control u0 ∈ V according to the

functional (1): it’s necessary to compute control v ∈ V such as Φ(v) ≤ Φ(u0).

It’s considered the following differential algebraic system:

ẋ(t) = f(x(t), u∗(p(t), x(t), t), t), x(t0) = x0, (11)

ṗ(t) = −Hx(p(t), x(t, u0), u0(t), t)− r(t), (12)
〈
Hx(p(t), x(t, u0), u0(t), t), x(t)− x(t, u0)

〉
+

+〈r(t), x(t)− x(t, u0)〉 =

= ∆x(t)H(p(t), x(t, u0), u0(t), t),

(13)

p(t1) = −ϕx(x(t1, u0))− q, (14)

〈ϕx(x(t1, u0)), x(t1)− x(t1, u0)〉+ 〈q, x(t1)− x(t1, u0)〉 =

= ∆x(t1)ϕ(x(t1, u0)).
(15)

The equation (13) can be solved evidently with regard to r(t) using x(t), p(t).

Actually, in case of functions f, F linear with respect to x we have 〈r(t), x(t) −
x(t, u0)〉 = 0, t ∈ T . For this case we consider r(t) = 0, t ∈ T .

In nonlinear case the variable quantity r(t) can be constructed over next rule. If

for some number k the condition xk(t) 6= xk(t, u0) is right, then we can write ri(t) =

0, i 6= k, rk(t) = ∆xH−〈Hx, ∆x〉
∆xk

. If for all numbers i the equality xi(t) = xi(t, u0) is

true, then we can write r(t) = 0.

Analogously to the indicated rule the equation (15) can be solve evidently with

respect to q. Under linear function ϕ we have q = 0. In nonlinear case we have

q = 0 under ∀i xi(t1) = xi(t1, u0) and write qi = 0, i 6= k, qk = ∆xϕ−〈ϕx,∆x〉
∆xk

under

∃k xk(t1) 6= xk(t1, u0).

Thus, from the differential algebraic system (11) – (15) we can pass to the aux-

iliary two-point boundary value problem for ordinary differential equations:

ẋ(t) = f(x(t), u∗(p(t), x(t), t), t), x(t0) = x0,
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ṗ(t) = −Hx(p(t), x(t, u0), u0(t), t)−R(p(t), x(t), t),

p(t1) = −ϕx(x(t1, u0))−Q(x(t1)).

At that functions R(p, x, t), Q(x) are ambiguously determined in common case.

We assume that boundary value problem (11) – (15) has solution (x(t), p(t)),

t ∈ T (probably, not unique) and control formed as

v(t) = u∗(p(t), x(t), t), t ∈ T, (16)

is piecewise continuous function. Then we have x(t) = x(t, v) and owing to definition

of mapping u∗ we obtain ∆v(t)H(p(t), x(t, v), u0(t), t) ≥ 0. From this and formula

(1) we have ∆vΦ(u0) ≤ 0.

The approach considered for improvement of controls can be formalized in the

following way. It’s introduced the differential algebraic adjoint system

ṗ(t) = −Hx(p(t), x(t), w(t), t)− r(t), (17)

〈Hx(p(t), x(t), w(t), t), y(t)− x(t)〉+ 〈r(t), y(t)− x(t)〉 =

= ∆y(t)H(p(t), x(t), w(t), t)
(18)

with the following boundary conditions

p(t1) = −ϕx(x(t1))− q, (19)

〈ϕx(x(t1)), y(t1)− x(t1)〉+ 〈q, y(t1)− x(t1)〉 =

= ∆y(t1)ϕ(x(t1)).
(20)

By definition we suppose that r(t) ≡ 0 if f, F are linear with respect to x. Also

we define q = 0 if ϕ is linear. In nonlinear cases if we have y(t) = x(t), t ∈ T then

we assume r(t) = 0. At that if we have t = t1 then we write q = 0.

For other cases we can obtain r(t), q evidently from the algebraic equations

analogously. Thus, the system (17) – (20) can be reduced to the auxiliary differential

adjoint system (probably, not unique).
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We denote as p(t, u, v), t ∈ T the solution of system (17) – (20) under x(t) =

x(t, u), w(t) = u(t), y(t) = x(t, v) for admissible controls u, v.

By definition we have p(t, u, v) = ψ(t, u), t ∈ T .

The formula for the functional (10) increase according to new notation has the

following form:

∆vΦ(u0) = −
∫

T

∆v(t)H(p(t, u0, v), x(t, v), u0(t), t)dt.

The exit control formed using the rule (16) we can write as

v(t) = u∗(p(t, u0, v), x(t, v), t), t ∈ T. (21)

We denote the set of admissible exit controls for the differential algebraic bound-

ary value problem (11) – (15) in the following way:

V (u0) = {v ∈ V : v(t) = u∗(p(t, u0, v), x(t, v), t), t ∈ T}.

If we have u0 ∈ V (u0), then we write

u0(t) = u∗(p(t, u0, u0), x(t, u0), t) = u∗(ψ(t, u0), x(t, u0), t), t ∈ T.

Id est, control u0 satisfies the condition (3) of the maximum principle.

Backwards, if u0 satisfies the maximum principle, then it contents the condition

(21) under v = u0. Therefore, we write u0 ∈ V (u0).

Thus, for control u0 which satisfies the maximum principle the boundary value

problem (11) – (15) allows the following solution x(t) = x(t, u0), p(t) = ψ(t, u0)

always.

So, if the boundary value problem (11) – (15) hasn’t a solution, then u0(t) doesn’t

satisfy the maximum principle.

Using a solution of the boundary value problem (11) – (15) we can formulate the

maximum principle for the problem (1), (2) in the following way.
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The maximum principle. For optimality of control u0 ∈ V it’s necessary that the

couple
(
x(t, u0), ψ(t, u0)

)
is solution of the boundary value problem (11) – (15).

If the problem (1), (2) is linear with respect to x (functions f(x, u, t), F (x, u, t),

ϕ(x) are linear relatively x) then the boundary value problem (11) – (15) can be re-

duced to two Cauchy problems for adjoint and phase systems. At that, the procedure

is equivalent to the x-method well known for nonlocal improvement [2].

2 The modified boundary value problem

With the object of increase for quality of the improvement method we can apply the

quadratic phase modification of the cost functional (1) similarly to [2 – 3]. This mod-

ification allows us to obtain new optimality conditions strengthening the maximum

principle in the considered class of optimal control problems. The modified method

can strictly improve any control, which doesn’t satisfy the maximum principle.

Let’s (u0(t), x(t, u0)), (u(t), x(t, u)), t ∈ T are admissible processes in the prob-

lem (1), (2). We introduce the modified cost functional

Φα(u, u0) = Φ(u) + αJ(u, u0), α ≥ 0, (22)

where J(u, u0) is average weighted state deviation

J(u, u0) =
1
2

∫

T

〈B(x(t, u)− x(t, u0)), x(t, u)− x(t, u0)〉dt,

B is nonzero, symmetrical and positively defined matrix (B 6= 0, BT = B, B > 0).

Under the admitted conditions we have J(v, u0) > 0, v ∈ V , v 6= u0.

Let us formulate the problem for improvement of control u0 with regard to the

cost functional Φα: it’s required to find control vα ∈ V such as Φα(vα, u0) ≤
Φα(u0, u0) = Φ(u0). Then control vα ∈ V provides the decrease for the initial

cost functional and it’s right the following estimation

Φ(vα)− Φ(u0) ≤ −αJ(vα, u0). (23)
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The phase modification doesn’t change the structure of the problem. So, for con-

struction of the modified improvement method we can use the developed approach.

For the modified cost functional (22) the Pontryagin function with the adjoint

variable ψ ∈ Rn may be represented in the following form:

Hα(ψ, x, u, t) = H(ψ, x, u, t)− 1
2
α〈B(x− x(t, u0)), x− x(t, u0)〉.

The modified differential algebraic boundary value problem is

ẋ(t) = f(x(t), u∗(p(t), x(t), t), t), x(t0) = x0, (24)

ṗ(t) = −Hx(p(t), x(t, u0), u0(t), t)− r(t), (25)

〈Hx(p(t), x(t, u0), u0(t), t),

x(t)− x(t, u0)〉+ 〈r(t), x(t)− x(t, u0)〉 =

= ∆x(t)H(p(t), x(t, u0), u0(t), t)−
−1

2α〈B(x(t)− x(t, u0)), x(t)− x(t, u0)〉,

(26)

p(t1) = −ϕx(x(t1, u0))− q, (27)

〈ϕx(x(t1, u0)), x(t1)− x(t1, u0)〉+
〈q, x(t1)− x(t1, u0)〉 = ∆x(t1)ϕ(x(t1, u0)).

(28)

The modified differential algebraic adjoint boundary value problem is

ṗ(t) = −Hx(p(t), x(t), w(t), t) + αB(x(t)− x(t, u0))− r(t), (29)

〈Hx(p(t), x(t), w(t), t)− αB(x(t)− x(t, u0)), y(t)− x(t)〉+
〈r(t), y(t)− x(t)〉 = ∆y(t)Hα(p(t), x(t), w(t), t),

(30)

where

p(t1) = −ϕx(x(t1))− q, (31)

〈ϕx(x(t1)), y(t1)− x(t1)〉+ 〈q, y(t1)− x(t1)〉 = ∆y(t1)ϕ(x(t1)). (32)

Under admissible controls u, v and x(t) = x(t, u), w(t) = u(t), y(t) = x(t, v) we

denote solution of the system (29) – (32) as pα(t, u, v) , t ∈ T .
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Of course, we have pα(t, u0, u0) = ψ(t, u0), t ∈ T .

Formula for the cost functional (22) increasing under controls u0, v ∈ V is

∆Φα(v, u0) = −
∫

T

∆v(t)H(pα(t, u0, v), x(t, v), u0(t), t)dt,

where ∆Φα(v, u0) = Φα(v, u0)− Φα(u0, u0).

We assume that solution (xα(t), pα(t)), t ∈ T of the boundary value problem

(24) – (28) (not unique, possibly) exists at the segment T and the exit control

vα(t) = u∗(pα(t), xα(t), t), t ∈ T is a piecewise continuous function.

We have xα(t) = x(t, vα), pα(t) = pα(t, u0, vα), t ∈ T . At that

vα(t) = u∗(pα(t, u0, vα), x(t, vα), t), t ∈ T. (33)

Then owing to the mapping u∗ we obtain

∆vα(t)H(pα(t, u0, vα), x(t, vα), u0(t), t) ≥ 0, t ∈ T.

That’s why we have ∆Φα(vα, u0) ≤ 0. Thus, the exit control vα, α ≥ 0 supplies lack

of increase for the cost functional (1) according to the estimation (23).

Under α = 0 (absence of modification) this method coincides with the first

method. Value α > 0 corresponds to the modification of the first method.

We consider set V α(u0) as the set of controls at the exit of this modified improve-

ment method. At that the equality (33) is right. Analogously to the non-modified

method we can formulate the following statement.

Control u0 ∈ V satisfies the maximum principle then and only then, when u0 ∈
V α(u0) at least one α ≥ 0.

It’s significant that if u0 ∈ V satisfies the maximum principle (3), then u0 ∈
V α(u0) for all α ≥ 0.

The maximum principle in the context for solution of the boundary value problem

(24) – (28) can be formulated in the following way.
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The maximum principle. For optimality of control u0 ∈ V in the problem (1),

(2) it’s necessary that the pair (x(t, u0), ψ(t, u0)) is solution of the boundary value

problem (24) – (28) at least one α ≥ 0.

New intensified necessary optimality condition on basis of the modified improve-

ment method can be formulated analogously to [2 – 3].

Condition A. For optimality of control u0 ∈ V in problem (1), (2) it’s necessary

that the pair (x(t, u0), ψ(t, u0)) is the unique solution of the boundary value problem

(24) – (28) for all α > 0.

In fact, if for some α > 0 we have vα 6= u0, vα ∈ V α(u0), then we obtain strict

improvement Φ(vα) < Φ(u0) on the grounds of the estimation (23).

The maximum principle is the consequence from the condition A obviously. So,

the modified method can strictly improve controls, which satisfy the maximum prin-

ciple and don’t content the condition A.

On account of the estimation (23) the modified method under α > 0 allows to

strictly improve any controls, which don’t satisfy the maximum principle.

If the boundary value problems haven’t solutions, then control u0 ∈ V don’t

content the maximum principle. Then we need to apply other improvement methods.

3 Examples

Example 1 (improvement of a singular control). It’s considered the following opti-

mal control problem [4, page 220]:

Φ(u) = x2(1) → inf, T = [0, 1],

ẋ1 = u, ẋ2 = −x2
1, x1(0) = 0, x2(0) = 0, |u(t)| ≤ 1, t ∈ T.

There are the Pontryagin function H = p1u−p2x
2
1 and the mapping u∗(p, x, t) =

signp1.

Control u0(t) ≡ 0 is singular. It doesn’t satisfy well-known necessary optimality
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condition of the second-order [1]. We have x1(t, u0) = x2(t, u0) = 0, t ∈ T , Φ(u0) =

0. At that ∆xH(p, x(t, u0), u0(t), t) = −p2x
2
1, ∆x1(t) = x1(t), ∆x2(t) = x2(t).

The differential algebraic boundary value problem for improvement of control u0

is

ẋ1(t) = signp1(t), ẋ2(t) = −x2
1(t), ṗ1(t) = −r1(t), ṗ2(t) = −r2(t),

x1(0) = 0, x2(0) = 0, p1(1) = 0, p2(1) = −1,

r1(t)x1(t) + r2(t)x2(t) = −p2(t)x2
1(t).

If xi(t) = xi(t, u0) = 0, i = 1, 2, then we assume ri(t) = 0, i = 1, 2.

If x1(t) 6= 0, then we assume r2(t) = 0. We have r1(t)x1(t) = −p2(t)x2
1(t) or

r1(t) = −p2(t)x1(t).

If x1(t) = 0, x2(t) 6= 0, then we assume r1(t) = 0. We obtain r2(t)x2(t) = 0 or

r2(t) = 0.

So, we have obvious functions R1(p, x, t) = −p2x1, R2(p, x, t) ≡ 0 for the auxil-

iary differential boundary value problem, which reduces to the following simplified

problem:

ẋ1 = signp1(t), ṗ1(t) = −x1(t), x1(0) = 0, p1(1) = 0.

We assume that p1(0) > 0. Then ẋ1(t) = 1, x1(t) = t, p1(t) = 1
2(1 − t2) under

t ∈ [0, 1]. Hence, the boundary value problem allows solution with the exit control

v(t) ≡ 1. At that it’s right Φ(v) = −1
3 < Φ(u0) = 0.

We assume that p1(0) < 0. Then ẋ1(t) = −1, x1(t) = −t, p1(t) = 1
2(t2−1) under

t ∈ [0, 1]. Thus, the boundary value problem allows the second solution with the exit

control v(t) ≡ −1. Also we have Φ(v) = −1
3 < Φ(u0) = 0.

Further, we assume that p1(t) ≡ 0 under t > 0. Then it’s right x1(t) ≡ 0.

We obtain the trivial solution of the boundary value problem. This solution is the

obligatory solution of the boundary value problem for the maximum principle.

As a result, the improvement procedure gives us two improved controls v(t) ≡ ±1.
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Example 2 (effect of modification). It’s considered the following problem [5,

pages 57 – 58]:

Φ(u) =

π∫

0

(
u2(t)− x2(t)

)
dt → inf,

ẋ(t) = u(t), x(0) = 0, u(t) ∈ R, t ∈ T = [0, π].

In this case we have H = ψu−u2+x2, ψ̇(t) = −2x(t), ψ(π) = 0. The maximinimizing

mapping is u∗ = 1
2ψ.

We try to improve the initial control u0(t) = 0, t ∈ T with the corresponded

trajectories x(t, u0) = 0, ψ(t, u0) = 0, t ∈ T . This control is singular.

The boundary value problem without modification (under α = 0) is

ẋ(t) =
1
2
p(t), x(0) = 0, ṗ(t) = −r(t), p(π) = 0, r(t)x(t) = x2(t).

If x(t) = 0, then we assume r(t) = 0 by definition. If x(t) 6= 0, then we obtain

x(t) = r(t).

As a result the obvious function is R(p, x, t) = x and the boundary value problem

can be reduced to the following problem:

ẋ(t) =
1
2
p(t), x(0) = 0, ṗ(t) = −x(t), p(π) = 0.

This boundary value problem has the unique trivial solution and the corresponding

control is u0. So, the non-modified procedure of improvement don’t improve control

u0 strictly.

We modified the method introducing the following cost functional (under B =

2E):

Φα(u) =

π∫

0

(
u2(t)− x2(t)

)
dt + α

π∫

0

x2(t)dt, α > 0.

In this case we have Hα = pu− u2 + (1− α)x2. The boundary value problem in the

modified improvement method is

ẋ(t) =
1
2
p(t), x(0) = 0, ṗ(t) = −r(t), p(π) = 0, r(t)x(t) = (1− α)x2(t).
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The mapping R is R(p, x, t) = (1 − α)x. Consequently, we obtain the auxiliary

boundary value problem

ẋ(t) =
1
2
p(t), x(0) = 0, ṗ(t) = −(1− α)x(t), p(π) = 0.

Under α = 1
2 this boundary value problem has the trivial solution and the non-

trivial solution x(t) = C sin t
2 , p(t) = C cos t

2 , t ∈ T , C 6= 0. Thus, the modified

procedure gives us the zero exit control and the non-zero exit control: v(t) = C
2 cos t

2 ,

t ∈ T . At the same time owing to the estimation (23) we have the strict improvement

of control u0 and we have ∆vΦ(u0) = −1
2

π∫
0

x2(t)dt = −C2

4 π < 0 for the initial cost

functional.

So, the modification of the improvement method gives us strict improvement

for the singular control, which can not be improved with help of the non-modified

procedure.

Example 3 (nonlinear terminal cost functional). Let us consider problem from

[4, page 214]:

Φ(u) = sin
πx(1)

2
→ inf, T = [0, 1],

ẋ(t) = u(t), x(0) = 2, |u(t)| ≤ 1, u0(t) = −1, t ∈ T.

We have x(t, u0) = −t + 2 and value Φ(u0) = 1.

The Pontryagin function is H(p, x, u, t) = ψu. The standard adjoint system

ψ̇(t) = 0, ψ(1) = −π

2
cos

πx(1)
2

has solution ψ(t, u0) ≡ 0.

Since we have H(ψ(t, u0), x(t, u0), u0(t), t) ≡ 0, Hu(ψ(t, u0), x(t, u0), u0(t), t) ≡ 0

и ∆uH(ψ(t, u0), x(t, u0), u0(t), t) ≡ 0, then control u0(t) ≡ 0 is singular at segment

T .
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The mapping u∗(p, x, t) = signp. The boundary value problem is

ẋ(t) = signp(t), x(0) = 2,

ṗ(t) = 0, p(1) = −q,

q(x(1)− 1) = sin
π

2
x(1)− 1.

If x(1) = 1, then we assume q = 0. If x(1) 6= 1 then we assume

q =
sin π

2 x(1)− 1
x(1)− 1

.

So, function Q is

Q(x) =





sin π
2
x−1

x−1 , x 6= 1;

0, x = 1.

The auxiliary boundary value problem is

ẋ(t) = signp(t), x(0) = 2,

ṗ(t) = 0, p(1) = −Q(x(1)).

We have p(t) = −Q(x(1)), t ∈ T .

We assume that p(0) > 0 (or Q(x(1)) < 0). Hence we have the Cauchy problem

ẋ(t) = 1, x(0) = 2, which has the following solution: x(t) = t + 2, t ∈ T . At that

Q(x(1)) = −1 < 0. So, the boundary value problem allows solution x(t) = t + 2,

t ∈ T with the exit control v = 1, which improves the initial control: Φ(v) = −1 <

Φ(u0) = 1.

Exit control v = 1 is singular (ψ(t, v) ≡ 0) and it satisfies the second order

necessary optimality condition (as was shown in [4, page 214]).

Conclusion

Let us enumerate the main properties of the suggested improvement procedures in

the considered class of nonlinear optimal control problems.
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1. The laboriousness for improvement is defined on basis of the laboriousness for

solution of the special boundary value problem, which is easier then the boundary

value problem of the maximum principle in terms of smoothness.

2. For optimal control problem linear with respect to states the improvement

procedure is reduced to two Cauchy problems for phase and adjoint systems.

3. Non-local improvement of control, id est initial and improved controls don’t

connect with any parameter of their closeness.

4. Absence of a procedure of weak or needle-shaped variation of controls, as

against to standard local improvement methods.

5. Possibility for improvement of controls, which satisfy the maximum principle,

including singular controls. This possibility is due to case of non-uniqueness when

we solve the improvement boundary value problem.
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